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Machine learning is a 
rapidly growing field with 
increasing societal impacts 



This has led to a 
mature research 
field: Fairness, 
Accountability, and 
Transparency in 
Algorithmic Systems 



Algorithmic accountability focuses less 
on the selection of a single ethical 

standard, but rather on methods for 
holding a system to an ethical standard 

determined by domain experts. 



However, there are 
several definitions of 
fairness, which can be 
incompatible.  



In this study, we 
explored the 
relationship between 
high level algorithmic 
accountability 
frameworks and 
domain-specific codes 
of ethics through 
auditing an ecosystem 
forecasting system.  



Machine learning 
and other powerful 
forecasting tools 
are increasingly 
important in earth 
and environmental 
science as a result 
of climate change.  
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The 
ecosystem 
forecast 





We stepped through two algorithmic accountability 
frameworks developed by Gebru et al. to audit the forecast  



We also audited the system using a domain-specific 
code of ethics developed by Hobday et al.  



changes made to model as a result 



Changes made to model as a result 



Conclusions 

!  Operating under the standards of algorithmic accountability, ecosystem 
forecasters take ownership not just for the predictive power of their 
models, but also the human and environmental consequences.  

!  An algorithmic accountability framework compliments domain specific 
codes of ethics by incorporating the domain expertise of machine 
learning researchers into auditing a system.  

!  Ethical standards developed by Hobday et. al overlap with, but are not 
the same as algorithmic accountability principles developed by Gebru et 
al.  



Broader impacts 

!  The task of building domain specific ethical codes into algorithmic 
accountability frameworks applies more generally: essentially anywhere 
that algorithms are increasingly replacing, or supporting, human decision 
making  

!  Algorithmic accountability frameworks when adapted with domain-
specific codes of ethics are advantageous both in terms of utility and 
fairness  

!  This methodology offers a key way to answer calls to uphold fairness and 
human values in each domain in which AI algorithms are used rather than 
search for one universal definition of fairness  



Questions? 


