Applying Algorithmic Accountability
Frameworks with Domain-specific Codes of

Ethics: A Case Study in Ecosystem Forecasting
for Shellfish Toxicity in the Gultf of Maine

ISABELLA GRASSO, ABIGAIL MATTHEWS, DAVID RUSSELL, JEANNA MATTHEWS, NICK RECORD



Machine learning is o
rapidly growing field with
INnCcreasing societal impacts



This has led to a

mature reseqarch
fleld: Fairness,
Accountabillity, anc

Transparency in
Algorithmic System:




Algorithmic accountabillity focuses less
on the selection of a single ethical

Sta
holdi

ndard, but rather on methods for
Ng a system to an ethical standard

C

etermined by domain experts.



However, there are
several definitions of
fairness, which can b
Incompatible.
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: Domain-specific .
Earth Science code of ethics Ethics Standards

In this study, we
explored the
relationship between
high level algorithmic
accountability
frameworks and
domain-specific codt

of ethics through
auditing an ecosyste
forecasting system.
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ichine learning models are increasingly used to perform datasheets, model cards, documentation, disaggregated evaluation, : . .
't tasks in areas such as law enforcement, medicine, edu- fairness evaluation, ML model evaluation, ethical considerations KATE CRAWFO RD’ Microsoft Research; Al Now Institute
| employment. In order to clarify the intended use cases ACM Reference Format: . . . .
 learning models and minimize their usage in COBEXtS  Margaret Mitchell, Simone Wo, Andrew Zaldivas, Pasker Barnes, Lucy The r.nachme learnmg community currently has no stanfiar(pzed process fox: docu
they are not well suited, we recommend that released Vasserman, Ben Hutchinson, Elena Spitzer, Inioluwa Deborah Raji, Timnit menting datasets, which can lead to severe consequences in high-stakes domains. Tc
accompanied by documentation detailing their perfor- Gebru. 2019. Model Cards for Model Reporting. In FAT* ’19: Conference on address this gap, we propose datasheets for datasets. In the electronics industry every

component, no matter how simple or complex, is accompanied with a datasheet tha
describes its operating characteristics, test results, recommended uses, and other infor
mation. By analogy, we propose that every dataset be accompanied with a datasheet
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e stepped through two algorithmic accountability

ymeworks developed by Gebru et al. o audit the forecc
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e also audited the system using a domain-specific

ode of ethics developed by Hobday et al.
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Figure 3: (A) Feature importance of random forest model using the twelve toxins to predict the total toxicity vs relative toxin
abundance within samples. (B) Forecast results using all toxins. (C) Forecast results using the eight most important toxins. (D)
Forecast results using six least important toxins, for comparison.
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Conclusions

Operating under the standards of algorithmic accountability, ecosystem
forecasters take ownership not just for the predictive power of their
models, but also the human and environmental consequences.

An algorithmic accountability framework compliments domain specific
codes of ethics by incorporating the domain expertise of machine
learning researchers into auditing a system.

Ethical standards developed by Hobday et. al overlap with, but are not

the same as algorithmic accountability principles developed by Gebru et
al.



Broader impacts

The task of building domain specific ethical codes intfo algorithmic
accountability frameworks applies more generally: essentially anywhere
that algorithms are increasingly replacing, or supporting, human decision
making

Algorithmic accountability frameworks when adapted with domain-
specific codes of ethics are advantageous both in terms of utility and
fairness

This methodology offers a key way to answer calls to uphold fairness and
human values in each domain in which Al algorithms are used rather than
search for one universal definition of fairness
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